How are standard errors estimated? Estimation of standard errors of paths is a highly technical, and sometimes contentious topic. Here we attempt to give some insight into this topic without going into mathematical details.  One way of determining a standard error is to inspect the likelihood function.  Think back to our earlier likelihood demo script, which estimated the likelihood of a single correlation.  The figure below shows two likelihood functions: the unbroken line shows a shallow function, whereas the dotted line shows a more peaked function.  For the shallower function, the confidence interval around the estimate of the correlation will be broader than for the more peaked function.  The 'gradient' of the likelihood function is thus a key factor in determining standard errors. You may see reference to the term "Hessian matrix" in OpenMx output: this is a matrix that is used in estimating the likelihood gradient.   
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An alternative method for estimating standard errors is by bootstrapping.  This involves repeatedly simulating data with a true value of a parameter (e.g. a correlation of .5) and then looking at the range of estimates that are obtained by model-fitting.  For instance, if we simulate 10,000 datasets and run each of them through our model, we won't get the same parameter estimate every time.  The distribution of estimates may look something like this:

We can then get a precise value for confidence limits: for instance, if we find the bottom 2.5% of estimates and the top 2.5% of estimates; the 95% CI will be the range between these limits.  Note that when estimated this way, the confidence interval need not be symmetric around the estimated value.

